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1. Introduction 
Patagonia Health EMR is built on a robust, multi-tenant platform. The platform aims to serve EMR and 
other health IT applications. Patagonia Health platform aims to bring the latest of technology innovation, 
collaboration, and social networking features to health care IT. Build on top of the wisdom of crowds to 
bring the best of ideas and techniques to solve challenges faced by health care organizations.  
 

 
 

Figure 1 Patagonia Health Platform 

 
Figure 1 displays the Patagonia Health platform. This platform using a multi-tenant database delivers all 
these benefits for the users.  
 
There are 2 distinct components to this vision. Left hand side EMR is an essential part of building a large 
health IT platform. Patient records have to be digitized and made accessible in order to deliver value. As 
records are digitized, connectivity of these records will ultimately drive down costs, increase patient 
convenience and improve patient safety. Each of the features is available as one or more apps on the 
platform. End-users decide what apps they want to see and the way these apps are configured. 
 
Right hand side depicts what the platform will deliver. Open API is the first of its kind in health care IT 
industry. It enables anyone to create an application using the health data. The application accessible 
through the EMR or patient portal could provide benefits for physicians or patients.  
 
For example, a 3rd party vendor builds a clinical research widget, which appears on a doctor’s patient 
encounter page. This widget will direct the doctor to enter additional information required by the CRO. 
The widget stores data inside Patagonia Health EMR. This data is then extracted and given to the CRO – 
as agreed upon by the physician and the patient. The widget provides all required data to the CRO, while 
minimizing the effort required by the practice. Sharing data is after all appropriate permissions have been 
acquired.  
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2. Architecture Overview 
Patagonia Health platform is a level 3 model SaaS (SaaS Maturity Model). A single application instance 
serves every health care organization. Configurable metadata provides unique experience and feature set 
for each user. GUI personalization makes the interface match user needs.  
 

 
Figure 2 Four-level Saas maturity model 

 
 

Level III: Configurable, Multi-Tenant-Efficient 
At the third level of maturity, Patagonia Health runs a single instance that serves every customer, with 
configurable metadata providing a unique user experience and feature set for each one. Authorization 
and security policies ensure that each customer's data is kept separate from that of other customers; and, 
from the end user's perspective, there is no indication that the application instance is being shared among 
multiple tenants. 
 
This approach eliminates the need to provide server space for as many instances as the vendor has 
customers, allowing for much more efficient use of computing resources than the second level, which 
translates directly to lower costs. A significant disadvantage of this approach is that the scalability of the 
application is limited. Unless partitioning is used to manage database performance, the application can be 
scaled only by moving it to a more powerful server (scaling up), until diminishing returns make it 
impossible to add more power cost-effectively. 
 
Middle-tier is modular services oriented architecture that is designed to for scale-up or scale-out 
deployment. The services support desktop web based, tablet and phone UI. Services interface with labs 
using HL7 and third party practice management systems. Separate stack of services provide web 
services API.  
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Metadata Services 

In a mature SaaS application, the metadata service provides customers with the primary means of 
customizing and configuring the application to meet their needs. Typically, customers can make 
configuration changes in four broad areas:  

¶ Workflow and business rules—To be of use to a wide range of potential customers, a 
business-critical SaaS application has to be able to accommodate differences in workflow. For 
example, child health clinic requires plotting growth charts. While female health clinic requires 
tracking PAP tests, mammograms etc.  

Putting all these features in the EHR will clutter the EHR UI and make users less efficient. The 
SaaS platform rules must adapt to the workflow and have the UI match the business rules.  

When appropriate, customers should be able to configure the way in which the application's 
workflow aligns with their business processes. 

¶ Extensions to the data model—For many data-driven SaaS applications, one size definitely 
doesn't fit all. Even with relatively simple, task-specific applications, customers may chafe under 
the restrictions imposed by a static, unchanging set of data fields and tables. An extensible data 
model gives customers the freedom to make an application work their way, instead of forcing 
them to work its way. For example, child health clinic requires capturing head circumference as 
vitals or clinical measures. Adult health does not require this. The data model is flexible enough to 
accommodate such changes, without reprogramming the server. 

 

¶ Access control—Typically, each customer is responsible for creating individual accounts for end 
users, and for determining which resources and functions each user should be allowed to access. 
Access rights and restrictions for each user are tracked by using security policies, which should 
be configurable by each tenant. 

To provide practices with flexibility in configuring the software as necessary, these options are organized 
into hierarchical configuration units known as scopes, each of which contains options for making changes 
in each of the four areas listed above. Every customer has a top-level scope that it can configure as 
needed, and the customer may establish one or more scopes underneath the top level in an arbitrary 
hierarchy. A relationship strategy determines how and whether child nodes inherit and override 
configuration settings from parent nodes. 

Unlike traditional vendor-customized clinical applications, SaaS applications are much more likely to be 
configured by customers themselves. Patagonia Health allows the health organization to configure user 
access and privileges. Designing the configuration interface is therefore almost as important as designing 
the interface for end users. Ideally, customers should be able to configure the application through a 
wizard, or through simple, intuitive screens that present all available options without causing information 
overload, and that clearly distinguish between options that can and cannot be changed within a given 
scope. 
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Platform Security 
Security policies and Role Based Access Control (RBAC) ensure that each customer’s data is kept 
separate. From end user’s perspective there is no indication that the application instance is being shared 
amongst multiple tenants.  
 

Authentication 

The SaaS provider typically delegates to each tenant the responsibility for creating and maintaining its 
own user accounts, a process known as delegated administration. Delegated administration creates a 
situation in which the customer is responsible for creating individual user accounts, but the vendor has to 
authenticate them. To accommodate this delegated-administration model, SaaS designers use two 
general approaches for handling authentication: a centralized authentication system, or a decentralized 
authentication system. The approach that you choose will have ramifications for the complexity of your 
architecture and the way end users experience the application, and you should consider what your 
business model says about the needs of the application, customers, and end users when making a 
decision. 

In a centralized authentication system, the provider manages a central user account database that serves 
all of the application's tenants. Each tenant's administrator is granted permission to create, manage, and 
delete user accounts for that tenant in the user account directory. A user signing on to the application 
provides his or her credentials to the application, which authenticates the credentials against the central 
directory and grants the user access if the credentials are valid (see Figure 3). 

 

Figure 3 Centralized Authentication System (Microsoft)  

 

This is an ideal approach when single sign-on is important, because authentication is handled behind the 
scenes, and it doesn't require the user to remember and enter a special set of credentials. The 
decentralized approach is more complex than the centralized approach, however, and a SaaS application 
with thousands of customers will require individual trust relationships with each of the thousands of tenant 
federation services.  
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With the health care organization requirements in mind, Patagonia Health uses a centralized 
authentication system. The authentication server is a customized service provider to maintain the highest 
levels of security.  

Authorization 

Typically, access to resources and business functions in a SaaS application is managed by using roles 
that map to specific job functions within an organization. Each role is given one or more permission that 
enable users assigned to the role to perform actions in accordance with any relevant business rules (See 
Figure 4).  

The figure shows 3 user roles, Doctor, nurse and billing manager. For example, doctor can create and 
sign encounter notes and also view lab results. A nurse can only create an encounter note or view lab 
results. A Billing manager’s privilege is likely limited only to view financial data and cannot see the 
encounter notes or lab results for any patients. 

Doctor

Nurse

Can Sign encounter 

note

Create Encounter 

Note

Run  Financial 

Reports

Billing 

Manager

View Lab Results

 

Figure 4 Role Based Access Control 

Roles are managed within the SaaS application itself; they can contain individual user accounts, as well 
as user groups. Individual user accounts and groups can be assigned several different roles as required. 

Depending on the roles to which a user is assigned, he or she is granted one or more permissions to 
perform specific operations or actions. These actions typically map directly to important business 
functions, or to the management of the application itself.  A single permission can be assigned to one or 
several roles, as necessary; each user will be granted the union of the permissions assigned to all roles 
to which the user belongs. 

Applications can use business rules to control access to actions and resources at a finer level than 
permissions allow. Business rules introduce conditions that must be satisfied before access is granted.  
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Access control is managed at the scope level. Each scope inherits roles, permissions, and business rules 
from any parent scopes, according to the application's relationship strategy, and it can modify, add, and 
delete them as appropriate. (Microsoft) 

Patagonia Health uses these mechanisms to control access to all resources within the EHR. The access 
control is granular and administrators can modify user roles.  
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3. Key considerations: Availability, Stability, Scalability and 
Security 

The architecture and infrastructure are designed to support these 4 premises.  

Availability 
The entire platform has to be available for users 24/7. All functions of the EHR and billing system must be 
operational all the time. To achieve 99.95% or better availability,  

1. Replication: At any point, 2 servers are running in parallel with mirror configurations. Database, 
configuration and application are replicated for a hot backup.  

2. Failover: If any server goes down, the other mirror can take over.  
3. Disaster recovery and remote backup: Database, configuration and application are backed up to  

a. Local storage 
b. Cloud storage 
c. Remote servers. These servers can be activated within a short period if the primary data 

center faces a catastrophic disaster.  
4. Monitoring: Hardware and all software is continuously monitored for potential errors and critical 

faults 
5. Hardware redundancy: Data center can replace hard disks or entire servers, in case of failure, 

within minutes 
a. Redundant network routers and firewalls 
b. Redundant network carriers to the datacenter 
c. Redundant power supply to datacenter.  All hardware powered by separate power lines 

6. Upgrades: Before upgrading the production server, a mirror image is upgraded on a test server. 
This undergoes 3-7 days of regression testing before production server is upgraded. In case of 
failure, backups are restored within minutes.  

7. Testing: Failover server is regularly tested to verify data validity.  

Stability 
The system has to perform under load and handle errors gracefully. System cannot crash and loose user 
data. Several design considerations address stability 

1. Exception handling: All user action code paths have exception handling and error logging. 
When exceptions occur 

a. Application tries to perform action using alternate paths OR 
b. Displays appropriate error message  
c. Log enough information for system administrator to troubleshoot 

2. Timeouts and circuit breakers: Long I/O operations have timeouts to prevent locks and circuit 
breakers prevent any overloads or extended thread overrun. 

3. Validation: All user input is validated at the UI and again at the server to prevent attacks or bad 
code execution 
 

 

Scalability 
Platform response time for all users should be within reasonable limits, with thousands of users 
connected simultaneously. These users may be interacting with a desktop browser, mobile device or 
other applications using API. Normal desktop browser should load the page and let user interact within 8 
seconds of user clicks. Design and implementation decisions affecting scalability: 

1. Server configuration: Each server is 16 cores with 48GB RAM, several RAID 1 hard disks, at 
least 4 NICs connected to redundant routers and firewalls.  

a. Scale-up: Currently the infrastructure is scaling up. Hardware costs are low-enough to 
scale up 

http://www.patagoniahealth.com/


 
http://www.patagoniahealth.com 
 

Page 10 of 16 
Trade Secret — Confidential and Proprietary Information — Do Not Disclose Except for the Purpose of Evaluating 

this Proposal Copyright© 2013 Patagonia Health, Inc. 

b. Scale-out: Platform is architected for scale-out implementations. Each service is 
independent to run on separate servers. This is the future. 

2. Database configuration: The schema is partitioned to allow for better read-write throughput. 
Partitions can be located on separate disk spindles (local, NAS or SAN) for better performance. 
Entire database is loaded into memory to eliminate paging.  

a. Schema optimization: Results from monitoring and analyzing data 
b. Optimistic locking: Database is run in optimistic locking mode. UI and middle-tier ensure 

low-to-zero data contention occurs on data rows. 
3. Caching: Each layer implements caching 

a. Database caching: Basic query cache is maintained 
b. Middle-tier: Sophisticated write-through caching algorithm stores context-sensitive results 

for the UI 
c. Web server: Caches static content and dynamic content for a short period 
d. Browser: Caches scripts, images on local desktop/laptop 

4. Monitoring: Entire platform is constantly monitored for any performance or scalability issues. Any 
issues identified by the monitoring team or reported by support team are immediately addressed.  

5. Testing: Automated black-box tests simulate several hundred simultaneous users performing 
heavy duty operations. Test results are analyzed for any anomalies to be fixed or functions to be 
tweaked. 

 

Scalability Patterns 

Large-scale enterprise software is intended to be used by thousands of people simultaneously. If you 
have experience building enterprise applications of this sort, you know first-hand the challenges of 
creating a scalable architecture. For a SaaS application, like Patagonia Health EHR, scalability is even 
more important, because you'll have to support data belonging to all your customers. As independent 
software vendors (ISVs) accustomed to building on-premise enterprise software, supporting this kind of 
user base is like moving from the minor leagues to the majors: the rules may be familiar, but the game is 
played on an entirely different level. Instead of a widely deployed, business-critical enterprise application, 
you're really building an Internet-scale system that needs to actively support a user base potentially 
numbering in the millions. 

Databases can be scaled up (by moving to a larger server that uses more powerful processors, more 
memory, and quicker disk drives) and scaled out (by partitioning a database onto multiple servers). 
Different strategies are appropriate when scaling a shared database versus scaling dedicated databases. 
(When developing a scaling strategy, it's important to distinguish between scaling your application 
(increasing the total workload the application can accommodate) and scaling your data (increasing your 
capacity for storing and working with data). (Mirosoft Corporation) 

Scaling Techniques 

The two main tools to use when scaling out a database out are replication and partitioning. Replication 
involves copying all or part of a database to another location, and then keeping the copy or copies 
synchronized with the original. Single master replication, in which only the original (or replication master) 
can be written to, is much easier to manage than multi-master replication, in which some or all of the 
copies can be written to and some kind of synchronization mechanism is used to reconcile changes 
between different copies of the data. 

Partitioning involves pruning subsets of the data from a database and moving the pruned data to other 
databases or other tables in the same database. You can partition a database by relocating whole tables, 
or by splitting one or more tables up into smaller tables horizontally or vertically. Horizontal partitioning 
means that the database is divided into two or more smaller databases using the same schema and 
structure, but with fewer rows in each table. Vertical partitioning means that one or more individual tables 
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are divided into smaller tables with the same number of rows, but with each table containing a subset of 
the columns from the original. Replication and partitioning are often used in combination with one another 
when scaling databases. 

Tenant-Based Horizontal Partitioning 

A shared database should be scaled when it can no longer meet baseline performance metrics, as when 
too many users are trying to access the database concurrently or the size of the database is causing 
queries and updates to take too long to execute, or when operational maintenance tasks start to affect 
data availability. 

The simplest way to scaleout a shared database is through horizontal (row-based) partitioning based on 
tenant ID. SaaS shared databases are well-suited to horizontal partitioning because each tenant has its 
own set of data, so you can easily target individual tenant data and move it. 

However, don't assume, that if you have 100 tenants and want to partition the database five ways, you 
can simply count off 20 tenants at a time and move them. Different tenants can place radically different 
demands on an application, and it's important to plan carefully to avoid simply creating smaller, but still 
overtaxed, partitions while other partitions go underused. 

If you're experiencing application performance problems because too many end users are accessing the 
database concurrently, consider partitioning the database to equalize the total number of active end-user 
accounts on each server. For example, if your existing database serves tenants A and B with 600 active 
users each, and tenants C, D, and E with 400 active users each, you could partition the database by 
moving tenants C, D, and E to a new server; both databases would then serve 1200 users each.  

If you're experiencing problems relating to the size of the database, such as the length of time it takes to 
perform queries, a more effective partition method might be to target database size instead, assigning 
tenants to database servers in such a way as to roughly equalize the amount of data on each one.  

The partitioning method you choose can have a significant impact on application development. Whichever 
method you choose, it's important that you can accurately survey and report on whatever metrics you 
intend to use to make partitioning decisions. Building support for monitoring into your application will help 
you get an accurate view of your tenants' usage patterns and needs. Also, it's likely that you'll need to 
repartition your data periodically, as your tenants evolve and change the way they work. Choose a 
partitioning strategy that you can execute when needed without unduly affecting production systems. 

Occasionally, a tenant may have enough users or use enough data to justify moving the tenant to a 
dedicated database of its own.  

The Tenant-based Horizontal Partitioning pattern is appropriate for use with shared-schema applications, 
which impose some unusual constraints on the familiar task of scaling a database. It provides a way to 
scale a shared database while avoiding actions that will break the application or harm performance (like, 
for example, splitting a tenant's data across two or more servers inadvertently or unnecessarily). (Mirosoft 
Corporation) 

Patagonia Health platform uses Tenant-based Horizontal Partitioning pattern to implement scalability. 
Data rows for individual practices/health organizations are stored in different databases. As required the 
databases can split across two or more servers to provide the expected response times.  
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Security 
With the platform storing PHI, security and privacy of data is the most important factor. Several 
technology and process measures are in place to maintain security and privacy of practice and patient 
data. 

Processes 
1. HIPAA agreements: Patagonia Health signs a HIPAA BA with all customers. All employees are 

also required to sign confidentiality agreements 
2. HIPAA procedures: Support team members who handle patient data are trained on how to use 

and disclose information. Appropriate guidelines are in place to maintain and track any patient 
data. 

3. Minimizing patient data access: A small sub-set of the support team has access to any real 
patient data. Team members don’t share data unless required for specific troubleshooting. 

4. Passwords: Patagonia Health EMR users are required to maintain individual passwords and 
cannot share those passwords with other users.  

5. Monitoring: Access and audit trails are monitored for any unauthorized access.  
 

Technology: 

1. Restricted access: A very small set of team members have login access to the production 
servers. No one has physical access to the production servers.  

2. Audit trails: All user actions (end-users in practice and Patagonia Health team) are logged, 
including read/access operations. The audit trails cannot be tampered with. 

3. Secure communication: Browser to EMR server is encrypted via a 128-bit SSL certificate.  
4. Database security: Specific database fields are encrypted using randomized salt and hash. In 

addition database is encrypted and all the backups are encrypted using 256-AES.  
5. Application level security: All application requests are authenticated and authorized to ensure 

proper access control. 
6. Testing: Constant automated testing is performed to ensure 

a. Unauthorized users cannot access the system 
b. Authenticated users cannot access PHI, that they are not authorized for. 

 

Infrastructure: 
All the servers and software are hosted in secure data centers. The data centers are SSAE 16 certified 
with multiple layers of security. The data centers are monitored 24x7. 
 
Access to data center is controlled only for administrator role. This physical access is audited and 
monitored.  
 
Access to servers is restricted to administrator users and is audited.  
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4. Backup and Recovery 
Patagonia Health manages mission critical data for the health care organizations it serves. Every minute 
the EHR is inaccessible, the organizations stand to lose revenue and potentially impair quality of care 
provided to patients. Patagonia Health recognizes that the doctors, clinicians and staff must have access 
to the EHR 24x7 anywhere in the world. Patients also have access to their own records via the patient 
portal, so it is critical for the EHR to remain highly available. 
 

Backup 
Application and database backups are stored in multiple secure locations. Application is backed up 
whenever configuration change occurs. Application is backed up on the local server and another passive 
server for instant failover.  
 
Database is mirrored constantly to a local server. The mirror site is a passive failover node synchronized 
with the primary server.  
 
Refer to Figure 2 below. The production data center on the left has a primary and failover servers. 

Production EHR Server Failover EHR Server

RAID 1 disks

Mirror Apps and DB

Amazon S3
Remote Database backups

Standby EHR server

Production Data center
Remote Data center

Remote backup

Cisco Firewall

Local Failover Node
Geographic Disaster Recovery

¶ Servers running virtual machines
¶ Application, Databases are backed up
¶ Virtual machine snapshots are also backed up
¶ Redundant firewalls and routers are in place
¶ Data centers have at least 3 different connections to the 

backbone

 
Figure 2 Patagonia Health EMR Server Configuration With Disaster Recovery 

 
Both application and database servers run in similar mirror configurations. Application and database are 
synchronized with the failover node. In case the primary server fails, the failover servers can take over 
operations. 
 
All backups are encrypted with secure asymmetric keys. 
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Disaster Recovery 
As with any mission critical application, Patagonia Health has plans for any geographic disasters. 
Business Continuity Planning (BCP) requires setting up geographically distributed disaster recovery 
centers. The primary and disaster recovery data centers are to be separated by over 300 miles. Primary 
data center is in Morrisville, NC and disaster recovery is in Cincinnati, OH.  
 
The application and database are also mirrored in a remote data center. The remote data center is on 
stand-by and can be activated in case the primary data center has a disaster.  
 
All the data centers are connected to the Internet backbone with redundant connections from independent 
service providers. The data centers have independent infrastructure (electric power, network, water etc.)  
 

Backup and Recovery testing 
Patagonia Health periodically performs restore testing for both the local and remote backups. Any errors 
are corrected and staff is trained to manage the transition. The goal is to have a smooth transition with 
minimal down time. 
 
These mechanisms are in place to prevent data loss provide continuity for our customers.  

5. Conclusion 
Patagonia Health IT platform is built using the latest technologies to provide for the best possible user 
experience. The platform is designed to handle a large number of users with reasonable response times 
and 99.5% or better up time. Goal is for the users to access the EHR anytime, anywhere using any 
device.  
 
The architecture is designed to be highly secure and all precautions are in place to protect patient health 
information. The processes and procedures in place along with technology creates a best in class 
application for the end-users benefit. 
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6. Frequently Asked Questions 
1. Will the EMR allow multiple users to view same patient’s data? 
A: Yes. Multiple users can be logged in to the EMR and view or edit same patient record.  
 
2. How often is the system unavailable? 
A:  Patagonia Health aims to provide 99.5% of up time every month. Scheduled maintenance is 
performed 2-4 times a month. The maintenance window is early morning EST on weekends to 
prevent any disruptions to work. Notice is provided about scheduled maintenance.  
 
3. How often is data backed up? 
A:  Data is mirrored in local data center. Remote data center: Full back up is performed every 24 
hours. Differential log every 1 hour and transaction log every 10 minutes is saved.  
 
4. How soon will the server come back online in case of failure? 
A:  Depending on the type of failure 

i. Database or application corruption: Restore within minutes  
ii. Server crash: Restore mirror server within minutes 
iii. Data center lost connectivity: Remote server restore within 12 hours 

 
5. Who has access to patient data at Patagonia Health? 
A:  A small sub-set of support team members have access to patient data. This access is strictly 
monitored. Database access is further restricted. R&D and other teams have no access to the PHI. 
 
6. What is the support process? 
A:  Users can email directly from the EMR. Support team responds within a few hours. 
Troubleshooting and fixing the issue is usually done within 24 hours. Critical issues are fixed faster. 
Customers can also call the support number. 
 
7. What training is available for users? 
A:  Patagonia Health training team will train all users in-person. Additional topic-specific training is 
available via webinars. 
Product has embedded training videos on using different features. These training videos are 
categorized for different roles and are viewable any time. 
 
8. Can patients view their data? 
A: Yes. Patients have access to their own data via patient portal. Practice has to enable the portal for 
their patients. Doctors have to sign lab results and encounter notes for patients to view the following 
data 
 
9. What are the system requirements to run and use the EMR? 
A: The EMR runs in the cloud. To access the EMR, user’s desktop or laptop must have  

i. Hi-speed Internet connectivity.  
ii. Run Windows (Vista, 7, 8) 
iii. Mozilla Firefox browser  (latest version) 
iv. PDF viewer (example Adobe Reader) 
v. Microsoft Silverlight – only if user is uploading documents 

 
10.  Is administrative access required to use the EMR? 

A:   No. The user must be able to run Firefox browser. No admin privileges are required. 

 
11. Will Patagonia Health EMR interface with my system XYZ? 
A: Patagonia Health has interfaced with a variety of practice management systems, diagnostic labs, 
custom interfaces. We have the expertise to interface with any system. That system must be able to 
support one or more of the following interfaces 
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i. HL7 
ii. CCD 
iii. XML over SOAP or API web service 
iv. JSON 

We will evaluate the system in question to determine the effort required for integration. 
 
12. Provide details about audit mechanism in Patagonia Health EHR 

A. Patagonia Health EMR audits reads, writes and updates to all patient records. This auditing 
mechanism is implemented in the database and cannot be modified by users. Auditing tables are 
not accessible to the general application code for modifications. Auditing tables are accessible for 
reporting purposes. 

B. Database updates: All updates to the database capture the user who performed the action and the 
exact time the action was performed. These fields are not modifiable. 

C. Data Protection: The database rules are set up so no data is ever deleted from the database. Any 
record item deleted is marked as deleted and is retrievable. This soft delete mechanism maintains 
integrity of the patient record, at the same time letting auditors identify any inappropriate behavior.  

D. Audit reports: Users can view detailed audit reports from the EMR report screens. Audit reports 
display the sequence of events on when a particular record was created, updated and deleted.  

E. Patagonia Health administrator access: Audit trail database access is severely restricted and is not 
directly editable by administrator users. 

F. Recommendation for practice administrators: Regularly review audit logs for any inappropriate 
behaviors. Verify only authorized persons are accessing patient records 

G. Patagonia Health EHR audits all functions, including the following: 
1. User login/logout with IP address 
2. Encounter Notes, Progress notes 
3. Medications 
4. Allergies 
5. Orders and procedures 
6. Patient demographics 
7. Document uploads 
8. Lab results 

 
13. How long is the Patient data retained by Patagonia Health? 

Patagonia Health will retain all the patient data forever, until one of the following events occurs 
1. Customer contract is canceled and customer asks for data to be destroyed.  
2. Customer asks for data to be destroyed for other reasons 
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